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Abstract—Ridesharing services, such as Uber and Didi,
are enjoying great popularity; however, a big challenge
remains in guaranteeing the safety of passenger and driver.
State-of-the-art work has primarily adopted the cloud
model, where data collected through end devices on vehicles
are uploaded to and processed in the cloud. However,
data such as video can be too large to be uploaded onto
the cloud in real time. When a vehicle is moving, the
network communication can become unstable, leading to
high latency for data uploading. In addition, the cost of
huge data transfer and storage is a big concern from a
business point of view. As edge computing enables more
powerful computing end devices, it is possible to design a
latency-guaranteed framework to ensure in-vehicle safety.
In this paper, we propose an edge-based attack detection in
ridesharing services, namely SafeShareRide, which can de-
tect dangerous events happening in the vehicle in near real
time. SafeShareRide is implemented on both drivers’ and
passengers’ smartphones. The detection of SafeShareRide
consists of three stages: speech recognition, driving behav-
ior detection, and video capture and analysis. Abnormal
events detected during the stages of speech recognition or
driving behavior detection will trigger the video capture
and analysis in the third stage. The video data processing is
also redesigned: video compression is conducted at the edge
to save upload bandwidth while video analysis is conducted
in the cloud. We implement the SafeShareRide system
by leveraging open source algorithms. Our experiments
include a performance comparison between SafeShareRide
and other edge-based and cloud-based approaches, CPU
usage and memory usage of each detection stage, and a
performance comparison between stationary and moving
scenarios. Finally, we summarize several insights into
smartphone based edge computing systems.

I. INTRODUCTION

As ridesharing services, such as Uber in the US and
Didi in China, have become increasingly popular, in-
vehicle safety has become a critical issue. Two kinds
of attacks may happen in vehicles [1]–[3]: drivers being
attacked by passengers or passengers being attacked by
drivers. For example, the driver may be kidnapped by
the passenger or the passenger may encounter a crazy
driver threatening her life. As millions of rides take
place through ride sharing services daily, it is important
to guarantee their safety. To tackle this issue, Didi has
applied facial recognition, itinerary sharing, SOS calling,

privacy numbers, driver verification and a safe driving
system to provide ride safety [4]–[6]. However, there
are still several open problems. For example, when the
passenger or driver is being attacked, it may be impossi-
ble for her to press the SOS button or share the itinerary.
In addition, facial recognition and driver verification are
usually only conducted once when a driver first registers
the share ride vehicle. Furthermore, even though real-
time GPS data can be used in a safe driving system to
detect risky driving behavior, dangerous scenarios can
still occur in vehicles with normal driving trajectories.
Therefore, much more effort is required to ensure in-
vehicle safety for ridesharing services.

In addition, the large scale of rides also poses signifi-
cant technical challenges for cloud based infrastructure.
State-of-the-art safe detection systems are usually imple-
mented in the cloud [1], [5]. Take uploading in-vehicle
video data to the cloud as an example. The total amount
of data that needs to be sent to the cloud every day can
easily reach PB scale. Therefore, it can be extremely
difficult for a pure cloud-based approach to keep track
of millions of rides and detect abnormal scenarios in
real time. Additionally, as the vehicle is moving at fast
speed, the wireless channel for applications on a vehicle
may become unstable [7]. Therefore, it may take a
much longer time to upload data to the cloud, let alone
doing further analysis and performing detection. If the
latency of the anomaly detection is high, it is unlikely
to guarantee safety. Therefore, a pure cloud-based safe
driving system is not sufficient.

With the rise of edge computing, end devices now
enable more powerful computing [8]–[10]. Meanwhile,
the computation of mobile devices like smartphones has
become increasingly more powerful. It is feasible to
design and implement an attack detection platform on
mobile devices using edge computing. In this paper,
we propose an edge-based three-stage attack detection
framework, namely SafeShareRide, which aims to ensure
the safety of share rides. The first stage uses speech
recognition to detect keywords such as ”help” or a
loud quarrel during a ride. The second stage is driving
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behavior detection. It collects driving data from an on-
board diagnostics (OBD) adapter and smartphone sen-
sors, and detects abnormal driving behaviors exhibited
through speed, acceleration and the angular rate. The
third stage is analyzing in-vehicle video recordings to
determine whether there is an emergency. At the be-
ginning of each detection period, the first two stages
are running independently to capture in-vehicle danger.
When the speech recognition recognizes a cry for help
or the driving behavior detection discovers dangerous
driving behaviors, video capture and analysis will be
automatically activated to process the in-vehicle video of
the current detection period. The detection results from
the first two stages, and the extracted video will be sent
to the cloud or edge server. Through this three-stage
detection, SafeShareRide can provide highly accurate
detection with very low bandwidth demand from video
uploading. The contributions of this paper are as follows:

� An edge-based attack detection service, Safe-
ShareRide, is proposed to address safety concerns
in share rides. SafeShareRide leverages smartphones
as the edge computing platform and consists of
three stages: speech recognition, driving behavior
detection, and video capture and analysis.

� SafeShareRide adopts an edge cloud collaborative
approach which can be summarized as a general
approach for edge enabled applications.

� We implemented SafeShareRide as an android based
application and evaluated its CPU usage, memory
usage, bandwidth and latency. The performance
of the application under stationary and moving
scenarios was compared. We obtained four insights
for edge-based applications.

The remainder of this paper is organized as follows.
We present the background and motivation in Section II.
Section III introduces the design of SafeShareRide. We
discuss preliminary experiments and observations in
Section IV. The system implementation is discussed in
Section V. We present the evaluation of SafeShareRide
in Section VI. In Section VII, we discuss the limitations
and future work of the paper. Related work is discussed
in Section VIII. We finally conclude in Section IX.

II. BACKGROUND AND MOTIVATION

Although ridesharing services have become increas-
ingly popular, in-vehicle safety remains a big challenge
for companies like Uber and Didi. There have been many
news reports about attacks in ridesharing services. In this
section, we will discuss the background and motivation
of SafeShareRide in two aspects: 1) why we need to use
edge computing, and 2) why we choose the smartphone
as the edge computing platform.

A. Edge Computing

Cloud computing can provide powerful computational
capability, but it requires data to be uploaded. Edge
computing has been proposed to enable computation at
the edge of the Internet, where the data is also produced.

There are two main reasons why we need to use
edge computing rather than cloud computing. First, there
is too much data to be uploaded in the cloud based
approach. According to the statistics from [11], about
45,787 rides took place through Uber every minute in
2017. The size of a one-minute 720P video can be as
large as 100MB. Assuming the average ride duration
is about 20 minutes, the total amount of data that
needs to be sent to the cloud every day is around 9.23
PB. Uploading such a huge amount of data bears a
high cost. Second, the latency for uploading data in
moving scenarios can be much greater than in stationary
scenarios. According to the experiments in [10], [12],
4G/LTE may be unstable for moving vehicles. The data
loss rate can increase dramatically as the vehicle’s speed
increases. The latency of uploading data onto the cloud
can be affected by many factors such as speed, weather
conditions, and the locations of base stations. Cloud
computing may not be a robust approach in a moving
scenario. Therefore, it is suitable to use edge computing
for in-vehicle safety detection [13].

B. Smartphone as the Edge Computing Platform

In edge-based attack detection, the choice of the
computing platform is important in the entire system
design. There are many options, such as raspberry pi,
smartphone, pad, on-board devices including Nvidia Jet-
son TX2 and Intel Fog. As most detections are designed
to work at the edge, we need to consider availability,
performance and cost of the edge device, when choosing
the computing platform.

Our reason for choosing the smartphone as the edge
computing platform is multifold. First, smartphones, as
the most popular mobile devices, are accessible to both
passengers and drivers. Second, ride sharing services or
apps are widely available on smartphones. It can be
easier to use a smartphone to examine the start and
end of a ride. Third, there are many machine learning
libraries that can run on the smartphone, like TensorFlow
Lite [14] for Android phone and Core ML [15] for
iPhone. The model inference time can be significantly
reduced.

III. SAFESHARERIDE DESIGN

In this section, we first use an example to illustrate
SafeShareRide, followed by a detailed discussion of each
detection stage. We will discuss the algorithms and
models of each detection stage and then introduce the
application framework of SafeShareRide.
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A. Example

Peter calls a ridesharing service through his smart-
phone. When he gets into the car, an app on his phone
is launched to collect audio, driving and video data
to detect abnormal events like kidnapping, fighting and
quarreling. Meanwhile, services running on the driver’s
phone are also automatically activated to detect abnormal
scenarios for the safety of the driver. When emergencies
are detected, the related real-time video, the car infor-
mation as well as the location will be sent to the cloud.
In addition, a video link will be sent to law enforcement.

Fig. 1. The time series of SafeShareRide.

The time series of SafeShareRide is illustrated in
Figure 1. When Peter gets into the car, all three stages
of detection are launched on his smartphone as well as
the driver’s. For every detection period T , the program
runs on both sides to collect the audio and driving
data, and process them to determine unsafe events. In
order to reduce the demand for computation and storage
resources, a trigger mechanism is implemented between
these stages. If no emergency is detected, the captured
video data will be abandoned and no computational
analysis is performed on that video. When certain unsafe
events are detected by speech recognition or driving
behavior detection, the video capture and analyzing
process will be triggered to extract related video clips
from the captured video. The compressed video data will
then be sent to the cloud. Video analysis will be con-
ducted in the cloud to further examine in-vehicle safety.
The video clip, along with the contextual information,
such as location, time, and vehicle information, will be
automatically shared with the local police station.

B. Speech Recognition

Speech recognition is the first stage in SafeShareRide.
It is designed to detect abnormal audio, such as keywords
like “help” [16], [17], and abnormal high pitched sounds
such as screaming and loud quarrelling. Specifically,
we leverage an open source speech recognition project
named CMUSphinx [18] for keyword detection.

The speech recognition model used in SafeShareRide
is shown in Figure 2. The model is based on Hidden
Markov Model (HMM) which has been widely used for

Fig. 2. The speech recognition in SafeShareRide.

speech decoding [19]. First, the microphone records the
audio every T seconds(e.g., 20.0s) and gets a waveform.
Voice Active Detection (VAD) is then used to delete
the silence in the front and back of the waveform. The
waveform is divided into utterances. Each utterance is
further split into a multitude of speech frames. For each
frame, typically 10 milliseconds in length, a feature
vector is extracted to represent the speech frame. The
feature vector is then used in speech frame matching
and scream detection. Gaussian Mixture Model (GMM)
is applied to detect screaming and loud quarrelling [20].
Three more models are used to match the speech to
words. Specifically, the acoustic model calculates the
acoustic properties for each frame. The phonetic dictio-
nary provides the mapping between speech frames and
words. The language model restricts the word search
by giving the possibility of word sequences. The goal
of matching process is to choose the best matching
combination.

C. Driving Behavior Detection

Driving behavior detection is designed to detect
dangerous driving behaviors. We define three danger-
ous driving behaviors in SafeShareRide: drunk driving,
speeding and distracted driving [21]. They are also the
three biggest causes of fatalities on the road 1.

The data used for detection is collected from the OBD
adapter, sensors on the phone and GPS. SafeShareRide
leverages the Bluetooth/WiFi communication between
a smartphone and the OBD adapter to get the driving
speed, longitude, and latitude, among others.

The driving behavior detection in SafeShareRide is
shown in Figure 3. According to the evaluation results
of the edge-based approach and the cloud-based ap-
proach [22], it is more efficient to train the model in the
cloud, deploy the model and do inference at the edge.
For the driving behavior detection in SafeShareRide, the
inference on the data from OBD is conducted in near

1http://www.nsc.org/Pages/nsc-on-the-road.aspx
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